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Chapter 6

Spike initiation with an
initial segment

6.1 The spike initiation system of neurons

6.1.1 Axonal spike initiation

We have started to study excitability on isopotential models (chapter ??), where
it is assumed that the membrane potential is identical everywhere in the cell.
This corresponds to the space-clamp configuration studied by Hodgkin and Hux-
ley in the squid giant axon, where the axon’s intracellular medium is made
isopotential by inserting a metal wire inside it. Indeed most classical theoretical
work on excitability (but obviously, not on conduction) addresses this particu-
lar configuration. It should be reminded that the Hodgkin-Huxley is not (and
has never been) a model of spike initiation in neurons. It was developed to
investigate the biophysical basis of excitability, which turned out to be quite
universal across all kingdoms of life, with variations on the nature of the ions
involved and the properties of ionic channels (section ??). The model explains
how a piece of membrane can be excited, and how an axon propagates spikes.
But it does not explain how a spike is normally initiated in a neuron, which has
a spatially extended structure. In fact, as already mentioned, the squid giant
axon is a rather peculiar axon in that it results from the fusion of hundreds of
cells, a syncytium (Young, 1936).

Early work on vertebrate motoneurons showed that spikes recorded in the
soma have two distinct components (Coombs et al., 1957b; Fatt, 1957). Figure
6.1A shows somatic spikes elicited by three different means. The first one is
obtained by stimulating the axon and is called antidromic spike. The second one
is obtained by stimulating a synaptic afferent, and the third one is obtained by
stimulating the soma with a current injection. These latter two spikes are called
orthodromic spikes. The term orthodromic refers to the direction of propagation
that normally occurs in vivo: synaptic currents coming from the dendrites are
collected at the soma, and therefore the primary source of excitation is in the
soma or somatodendritic compartment, not in the axon, in contrast with the
antidromic spike.

In these three cases, one can distinguish two components in the somatic

1



2 CHAPTER 6. SPIKE INITIATION WITH AN INITIAL SEGMENT
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Figure 6.1: Axonal spike initiation in neurons. A, Action potential elicited
by three different means and recorded in the soma of a motoneuron with a
microelectrode (Coombs et al., 1957b). Left: exciting the axon; middle: exciting
synaptic afferents; right: injecting a current in the soma. The bottom curve
shows the derivative of the membrane potential, where two distinct components
are seen. B, Simultaneous recording of an action potential in the soma and axon
(23 µm from the soma) of a pyramidal cortical neuron, with current injection
in the soma (Stuart et al., 1997). C, Simultaneous recording in the soma and
axon of a pyramidal cortical neuron of spikes elicited by current injection in the
axon, where the soma is hyperpolarized at different values (Hu et al., 2009).

action potential, which are more clearly seen in the derivative dV/dt of the
membrane potential (Fig. 6.1A, bottom). It has been shown that the first
component originates from a short segment of axon next to the soma called
the axon initial segment (AIS), while the second originates from the soma and
proximal dendrites. For this reason, these two components have been termed
initial segment (IS) and somatodendritic (SD) components in the literature.
These components can be separated: for example, the SD component can be
blocked by hyperpolarizing the soma; the IS component can be blocked by
applying TTX on the AIS (Palmer and Stuart, 2006; Kole and Stuart, 2008).

The IS component, coming from the axon, always arises before the SD com-
ponent, even when the stimulation comes from the soma or dendrites. This
finding has been confirmed in more recent studies in pyramidal cortical neurons
by direct patch-clamp recordings in the soma and axon (Fig. 6.1B) (Debanne
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happen simply because the threshold voltage
is significantly lower in the region where
spikes first initiate (Coombs et al. 1957a, Fatt
1957); however, it remained unclear why this
difference exists. Moreover, the generality
of this role for the AIS was also unclear, as
intracellular recordings from intact neurons
were limited to a few key model preparations.
Electron microscope studies in the 1960s and
1970s indicated several features common to
the AIS of many neurons, including bundled
microtubules and a thick undercoating of the
membrane (Palay et al. 1968) (Figure 2a),
the latter reminiscent of what is seen in nodes
of Ranvier. Striking new insights were not
obtained until more modern immunohisto-
chemical, electrophysiological, and imaging
methods were brought to bear on the problem.
From these, we have learned that the AIS
features concentrations of specific Na+, K+,
and Ca2+ channels arranged so as to determine
spike generation, spike pattern, and even spike
shape. The developmental, synaptic, and neu-
romodulatory influences on these molecular
components suggest that the AIS could be
a critical site for pharmacological control or
could be affected in pathological states.

AXONAL SPIKE INITIATION
It may seem odd that, despite the establishment
in the 1950s of the now-textbook concept of
spike initiation in the axon, a tremendous effort
was made 40 years later to prove this very
point. In fact, this effort was vital to propel the
field forward. Questions about the dogma of
axonal spike initiation naturally arose when mi-
croelectrode studies concluded that dendrites,
similar to axons, are active structures and can
propagate APs (Llinas et al. 1968, Wong et al.
1979). Indeed, APs may even be initiated within
dendrites, and in some cases, they remain there
as a local spike (Schiller et al. 1997, Stuart
et al. 1997). Since these efforts, the question of
where spikes typically begin has been explored
in a number of cell types, including principal
cells and interneurons, and in myelinated
and unmyelinated axons (see Defining the
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Figure 2
The structure and composition of the axon initial segment (AIS). (a) An
electron micrograph of the AIS of a cerebral cortical pyramidal neuron
(adapted from Peters et al. 1991). (b) Freeze-fracture immunogold labeling of
NaV1.6 channels in a hippocampal CA1 pyramidal cell (adapted from Lorincz
& Nusser 2010). (c) Schematic of ion channels and receptors found in the AIS,
condensed across neuron class. Top membrane illustrates differential
localization of Na+ and K+ channels. Bottom membrane shows other channels
and receptors with either no clear subcompartmental localization or
incomplete immunohistochemical data (D3R and CaV). Abbreviation:
PKC, protein kinase C.

Axon Initial Segment, sidebar below). A wide
variety of sophisticated physiological methods
have been employed, including whole-cell
recordings from intact axons or from swellings
at cut axons (axon blebs) (Figure 1), excised
membrane patches, cell-attached recordings of
capacitative/resistive currents in axons, laser-
targeted axotomy, ion and voltage imaging, and
computer modeling. Using these approaches,
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Figure 6.2: Structure of the axon initial segment (from Bender and Trussell
(2012)). A, Electron micrograph of the AIS of a cortical pyramidal neuron.
B, Freeze-fracture immunogold labeling of Nav1.6 channels in a hippocampal
pyramidal cell. C, Ion channels and receptors found in the AIS.

et al., 2011): an action potential can be measured first in the axon, a few tens of
µm away from the soma, before it is observed in the soma (Palmer and Stuart,
2006; Stuart et al., 1997). Also loose patch and

voltage imaging
Spikes elicited by current injection in the AIS can

be observed in the soma, but if the soma is hyperpolarized, a smaller all-or-none
spike is seen (a spikelet), which reflects the axonal spike (Fig. 6.1C).

6.1.2 The axon initial segment

On the basis of extracellular recordings and voltage imaging, recent work has
shown that the site of spike initiation is typically located 15-40 µm away from
the soma, at the distal end of a highly organized molecular structure, the axon
initial segment (Bender and Trussell, 2012). This is a structure of a few tens
of micrometer next to the cell body packed with ionic channels, in particular
sodium channels (Figure 6.2). These channels are attached to the cytoskeleton
by a scaffold protein called ankyrin-G, which is specific of the AIS.

The AIS has two distinct roles in the cell. One is to maintain neuronal
polarity by regulating intracellular traffic, filtering proteins targeted to the axon
from those targeted to the soma and dendrites. It also prevents the diffusion
of somatodendritic membrane proteins to axon (Leterrier and Dargent, 2014).
Another role is the initiation of spikes.
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Why do spikes initiate in the AIS?

If a homogeneous axon is excited by injecting current at one point, an action
potential initiates at that point, in the sense that a regenerative Na+ current
first enters the membrane around that point. This is so because the current
injection produces a local depolarization that attenuates with distance, and
therefore more Na+ channels open near the stimulation point. The same would
be true if a neuron with homogeneous membrane (homogeneous channel densi-
ties) but complex geometry were excited with a local current injection (e.g. a
synaptic current): the action potential would initiate from wherever the neuron
is stimulated.

It has been proposed that spikes initiate in the AIS because less current is
necessary to produce a spike in the AIS than in the soma (Kole and Stuart,
2008). In other words, the initiation site is the point of lowest local threshold
current (rheobase). This argument is invalid. In a neuron with a complex
structure (soma, dendrites and axon) but homogeneous conductance densities,
initiation always occurs at the point of stimulation. Yet, the input resistance
differs between different points in the neuron depending on local geometry, and
therefore so does the local rheobase. For example, as we have seen in section
??, the input resistance in the middle of an axon is:

Ra =
1

π

√
rmRid

−3/2
a

where da is axon diameter. In contrast, the input resistance in a somatic sphere
(neglecting the contribution of dendrites and axon1) is

Rs =
rm
πd2

s

where ds is somatic diameter. Let us choose for example ds = 40 µm, da = 1
µm, rm = 15000 Ω.cm2 and Ri = 100 Ω.cm. We find Ra ≈ 390 MΩ and
Rs ≈ 290 MΩ. The input resistance is larger in the axon, and therefore the
rheobase is lower (assuming identical conductance densities). Yet the action
potential would still initiate in the soma when current is injected in the soma.

The spike initiation site can only differ from the stimulation site if conduc-
tance densities are not homogeneous. Let us consider a current injection in
the soma, which also depolarizes nearby sites, in particular the AIS. For a long
current step, the membrane potential will be similar in the soma and AIS, if we
consider only passive properties. As we have seen in section ??, below the half-
activation voltage of Na+ channels, the Na+ current density at a given point on
the membrane is an approximately exponential function of voltage:

INa ≈ gNa exp
(V − V1/2

k

)
(ENa − V )

where gNa is the conductance density of Na+ channels and V1/2 is their half-
activation voltage2. We can see in this formula that more current can be pro-
duced locally if there is a higher density of Na+ channels (larger gNa) or if the

1This contribution would reduce the input resistance, and therefore only strengthen the
point being made here. In fact, one can calculate the input resistance at the soma for a sphere
connected to a semi-infinite cylindrical axon by adding the conductances of the two pieces,
which with our notations gives a resistance of (2R−1

a +R−1
s )−1 ≈ 118 MΩ.

2Here we have used the linear (ohmic) model of currents, but the same conclusion would
follow with the GHK model.
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A B

Figure 6.3: Variation of half-activation voltage of Na+ channels along the axon,
as a function of distance from the soma (A, Colbert and Pan (2002); B, Hu
et al. (2009)).

half-activation voltage V1/2 is lower. If we define the spike initiation site as the
point where the initial Na+ current density is highest and we assume that k is
constant, then this site is determined by the minimum of the following voltage:

V1/2 − k log gNa

We note the relation with the threshold equation (section ??). There is empirical
evidence that both V1/2 and gNa make this voltage lower at the AIS.

In layer 5 pyramidal neurons, V1/2 is indeed 7-14 mV lower in the distal
AIS than in the soma, and decreases with increasing distance from the soma
(Colbert and Pan, 2002; Hu et al., 2009) (Fig. 6.3). This could be due to spa-
tial inhomogeneities in the distribution of Na+ channels subtypes, with Nav1.2
channels at the proximal end and Nav1.6 channels at the distal end of the AIS,
Nav1.6 channels having a lower half-activation voltage (Rush et al., 2005). It
might also be due to spatial inhomogeneities in channel phosphorylation, as has
been observed for K+ channels (Misonou et al., 2004).

The measurements of Na+ channel densities are more contentious but lean
towards a higher density in the AIS than in the soma. Immunostaining of Na+

channels consistently indicates higher channel density in the AIS of various
neuron types (Meeks and Mennerick, 2007; Wollner and Catterall, 1986; Boiko
et al., 2003; Van Wart et al., 2007; Inda et al., 2006) (Fig. 6.4A). There are two
potential issues with immunostaining: 1) the fluorescent signal allows relative
but not absolute estimates of channel density, and 2) antibodies mark not only
functional channels present at the membrane, but also channels in the cyto-
plasm and non-functional channels. To address these two issues, one can use
electron microscopy with the freeze-fracture method. Electron microscopy has a
higher resolution than optical microscopy, precise enough to allow counting in-
dividual channels. Freeze-fracture allows labeling channels that are specifically
inserted in the membrane. By this technique, Lorincz and Nusser (2010) counted
around 200 Nav1.6 channels per µm2 in the AIS of hippocampal pyramidal cells
(Fig. 6.4B). Given that the conductance of a single Nav channel is about 15
pS (Colbert and Johnston, 1996), this makes a conductance density of about
gNa ≈ 3000 pS/µm2, assuming all channels are functional. Electrophysiological
measurements indicate that Na+ conductance density is about 40-60 pS/µm2

in the soma and dendrites (Stuart and Sakmann, 1994; Magee and Johnston,
1995).
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A

B

Figure 6.4: Density of Na+ channels in the AIS marked by immunostaining. A,
Immunostaining of ankyrin-G, a structural marker of the AIS (left), Na+ chan-
nels (middle) and merged picture with the soma shown with a dashed curve
(right) (Hu et al., 2009). B, Individual Na+ channels (dots) on the AIS mem-
brane, revealed using the electron microscopic immunogold technique (Lorincz
and Nusser, 2010).

Thus it is clear that there is a much higher density of Na+ channels in the AIS
than in the soma and dendrites. However, electrophysiological measurements
of conductance density in the AIS found similar values to the somatic density,
corresponding to about 3-4 functional channels per µm2 (Colbert and Johnston,
1996; Colbert and Pan, 2002). Thus, one interpretation is that many of those
channels are indeed not functional. However, a plausible explanation for the
discrepancy is that Nav channels are attached to the cytoskeleton (via Ankyrin-
G), so when Na+ currents are measured in patch-clamp, the channels do not
remain on the patch membrane but instead remain attached to the cytoskeleton.
Consistent with this hypothesis, disrupting the cytoskeleton with an enzyme
increases the measured currents several fold (Kole et al., 2008).

There are some subtleties in the notion of spike initiation site. We have
defined it above as the point where Na+ current first enters the membrane
when a spike is initiated. This point does not exactly match the point where
the membrane potential increases most rapidly, which can be further away from
the soma (Baranauskas and Martina, 2006). The reason is the resistive coupling
between the soma and AIS, which we will study further in sections 6.1.4, 6.2
and 6.3.

Finally, there is another hypothesis to explain why spikes initiate in the AIS,
but one for which there is no experimental evidence. Classically, it is assumed
that the opening of a channel does not influence the opening of neighboring
channels. If, for example by mechanical interactions through the cytoskeleton,
the opening of a Na+ channel in the AIS increased the probability that a neigh-
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Figure 6.5: Relation between AIS diameter and somatic diameter for cortical
neurons of different types, shown in log-log scale (adapted from Sloper and
Powell (1979)). The two solid lines are the best power-law fits with exponents
3/2 and 4/3 (mean square error in log-log space); the dashed line is the best fit
with exponent 1 (i.e., linear relation).

boring channel opens, then the population of channels would open on average
at a lower voltage than if they did not interact. This is called the cooperativity
hypothesis, which we will discuss further in section 6.1.5.

Organization of the AIS

TO DO

6.1.3 Geometry of the spike initiation system

Dimensions of the soma and axon

A striking geometrical feature of the spike initiation system of neurons is that
the soma is 1-2 orders of magnitude larger than the proximal axon where the
AIS is located. Figure 6.5 shows AIS vs. somatic diameter for cortical neurons
of different types (Sloper and Powell, 1979). The relation is not linear; the data
are better fitted by a power law function: dAIS ∝ dαsoma, with exponent 1.42±0.1
(mean ± standard deviation from a bootstrap analysis, using a linear regression
in log-log space). In the cerebellum, granule cells have a very small soma of
about 6 µm (Diwakar et al., 2009), and the proximal axon is correspondingly
small, with a diameter of about 0.2 - 0.3 µm (Perge et al., 2012; Wyatt et al.,
2005).

Can we explain this scaling relationship? We will discuss two theoretical
ideas. The first one is based on molecular transport. This idea of molecular

transport should apply to
the more distal axon
actually, say before the
first branching.

Transcription, the
production of mRNA from DNA, occurs in the cell body. Let us assume that
the rate of production in the cell body is proportional to its volume, which
scales as d3

soma. The mRNA molecules are then transported to target locations,
including the axon. To simplify, let us assume that all the molecules produced
go to the axon. The maximum flux of proteins through the axon is proportional
to the axon’s section, which scales as d2

AIS. For the flux through the axon to
match the production rate in the cell body, AIS diameter must then scale as

dAIS ∝ d3/2
soma. Of course, we have neglected an important element, which is the
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Figure 6.6: Circulation of current at spike initiation in resistive coupling theory.
The soma and AIS are coupled by axial resistance Ra.

transport of proteins to the dendrites. Nonetheless, we obtain an exponent that
is compatible with the empirical data shown in Fig. 6.5.

The second idea is to compare the capacitances of the soma and proximal
axon. The capacitance of the soma is proportional to d2

soma. The capacitance

of a characteristic length of axon scales as d
3/2
AIS (see chapter ??). For these two

capacitances to scale similarly with cell size, the following scaling relation must

hold: dAIS ∝ d4/3
soma. Again, we have neglected the contribution of the dendrites

to the somatodendritic capacitance. This exponent is also compatible with the
data in Fig. 6.5.

Regardless of the explanation for this scaling relation, the soma is consis-
tently much larger than the proximal axon where the AIS is located.

AIS geometry

TODO

6.1.4 Resistive coupling theory

The resistive coupling theory (Brette, 2013, 2015; Telenczuk et al., 2017) of
spike initiation is based on a simplified model consisting of two points coupled
by a resistance: an excitable “hotspot”, the AIS, and a passive somatodendritic
compartment. This model is proposed to capture the main features of the spike
initiation system.Actually, we implicitly

assumed the same
extracellular potential

near soma and AIS

The theory describes the circulation of current at spike
initiation as follows (see Fig. 6.6):

1. At spike initiation, Na+ current first enters the membrane at the AIS. As
we have seen previously, this occurs because of higher local density of Na+

channels and/or of lower half-activation voltage.

2. This current flows mostly towards the soma. This is because the distal end
of the AIS is charged very rapidly owing to the relatively small size of the
axon, so the current mainly charges the soma except for a very transient
time. The soma is said to be a current sink for the axonal initiation site,
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Figure 6.7: Time course of the somatic and AIS spikes in cortical pyramidal
neurons (adapted from Kole and Stuart (2008)). At spike initiation, the somatic
potential barely increases while the AIS potential rises.

which is a current source. For the same reason, this current is mainly
resistive (the axonal capacitive current is transient and small).

3. The current escapes the membrane at the somatodendritic compartment
as capacitive current. Because of the large size of the soma, the somatic
potential increases slowly compared to the axonal potential.

4. The current loop is closed by an extracellular current returning to the
initiation site.

Here the axon is viewed as a simple resistor, with channels on a “hotspot”.
Axonal capacitance and leak are neglected. Because of the geometric discon-
tinuity between the soma and axon, there is a separation of timescales: the
axonal potential increases very quickly (here, it is assumed to be instantaneous)
compared to the somatic membrane potential. In effect, the soma essentially
“clamps” the beginning of the axon during the rising phase of the spike (Fig.
6.7). The theory predicts that when the Na+ conductance is large enough com-
pared to the axial conductance (between soma and initiation site), an all-or-none
spike is produced in the AIS when the somatic voltage reaches a threshold —
otherwise the increase is gradual. The theory has a few important implications:

1. Somatic voltage is the main variable determining the condition for spik-
ing, in contrast with the isopotential case, where a threshold can only be
defined on a stimulus parameter (section 6.2.4). In terms of modeling, a
counterintuitive implication is that the response of a neuron to somatic
stimulation is more accurately modeled by an integrate-and-fire model
than by an isopotential Hodgkin-Huxley model (Brette, 2015).

2. Excitability and backpropagated current depend on the geometry and po-
sition of the AIS.

3. Channels at the AIS can strongly impact excitability with little impact on
the somatic membrane potential.

First, we will examine the first part of the current circulation diagram: the
Na+ current matches the axial resistive current (section 6.2). This identity
determines the conditions of spike initiation. Second, we will examine the second
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part of the current circulation diagram: the axial resistive current matches the
somatodendritic capacitive current (section 6.3). This identity determines the
conditions of spike transmission to the soma. Before we study resistive coupling
theory in detail, we describe an alternative theory based on cooperative opening
of Na+ channels.

6.1.5 Cooperative opening of Na+ channels

Maybe this should be at
the end or in an appendix Theory of cooperative spike initiation

We have seen in section 6.1.2 that the fact that spikes initiate in the AIS could
be due to higher local Na+ channel density, hyperpolarized voltage-dependence
(lower half-activation voltage) or a combination of the two. An alternative
possibility is that Na+ channels in the AIS cooperate. This hypothesis was first
introduced by Naundorf et al. (2006) to explain the fact that the onset of spikes
recorded at the soma of cortical neurons appears very sharp, with a distinct kink,
as if Na+ channels opened as a step function of somatic membrane potential
(see also Brette (2015)). We will see in section 6.2.3 that this phenomenon can
also be explained by resistive coupling theory.

Channel cooperativity is the idea that the probability that a channel opens
depends on the state of neighboring channels. This phenomenon has been ob-
served in calcium (Marx et al., 1998, 2001), potassium (Molina et al., 2006; Kim
et al., 2014) and HCN channels (Dekker and Yellen, 2006), in pharmacologically
altered Na channels of cardiac myocytes (Undrovinas et al., 1992). In the case
of Na+ channels in the AIS, we could imagine for example that the anchoring
to the cytoskeleton might introduce mechanical interactions between channels.
Classical channel theory considers that the opening of individual channels is all-
or-none but stochastic and independent between channels. This independence
implies that macroscopically, the current produced by a population of voltage-
dependent channels varies gradually with membrane potential, mirroring the
activation probability function of individual channels. This is no longer the
case if channels cooperate.

Specifically, let m(V ) be the activation curve, i.e., the steady-state probabil-
ity that a channel is open when the membrane potential is V , in the absence of
interactions. Let x be the macroscopic proportion of open channels. Without
interactions, x = m(V ). We model cooperativity by postulating that each open
channel hyperpolarizes the activation curve of other channels by some fixed
amount. This amounts to postulating that

x = m(V + Jx)

where J > 0 is a coupling parameter representing the strength of interactions.
The first consequence is that channels tend to open at lower voltage. Let us
calculate the half-activation voltage V ∗1/2, that is, the value of V when x = 1/2:

1

2
= m

(
V ∗1/2 +

J

2

)
If V1/2 is the half-activation voltage in the absence of interactions (J = 0),

then we have:

V ∗1/2 = V1/2 −
J

2



6.1. THE SPIKE INITIATION SYSTEM OF NEURONS 11

Figure 6.8: Macroscopic activation curve x(V ) of cooperative channels for dif-
ferent values of the coupling parameter J (from Naundorf et al. (2006)). The
curve becomes discontinuous when J is greater than the critical value J∗.

Thus the half-activation voltage is hyperpolarized in proportion of the cou-
pling parameter. This could explain that spikes initiate in the AIS, even if the
density and properties of channels were the same as in the soma.

A second consequence of cooperative opening is that the macroscopic ac-
tivation curve becomes steeper3 (Fig. 6.8). In fact, if J is large enough, the
activation curve x(V ) becomes discontinuous: when V exceeds a certain value,
x increases abruptly, i.e., most channels open simultaneously. This can be seen
by plotting the two curves y = x and y = m(V + Jx) for a given V (see Fig.
6.9). The value of x(V ) is given by the intersection of the two curves. Changing
V amounts to shifting the sigmoidal curve. At some point when V is increased
from a low value, the lower intersection point disappears and therefore m jumps
to the higher intersection point: this is a bifurcation. As we have seen be-
fore, the bifurcation point can be calculated by differentiating the fixed point
equation with respect to the variable x:

1 = Jm′

where the argument of m′ has been omitted. If m is a Boltzmann function of
slope k, we then have:

Jm(1−m) = k

x = m

It follows that x is the solution of a quadratic equation:

x =
1

2

(
1−

√
1− 4k/J

)
where we indicate the lower solution. We can see that this bifurcation occurs if
J > 4k. Thus there is a critical value J∗ = 4k (about 24 mV, with k = 6 mV)
for the coupling parameter, above which channels open abruptly.

3This can be seen by differentiating with respect to V , which leads to x′ = m′/(1− Jm′),
where the argument of m′ has been omitted. The denominator makes the derivative of the
macroscopic activation function x(V ) steeper than the microscopic activation function m(V ).
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Figure 6.9: Bifurcation in cooperative opening. The diagonal y = x is plotted
with the sigmoidal curves y = m(V +Jx) for V = −50, −47 and −44 mV, where
J = 40 mV, k = 6 mV and V1/2 = −30 mV. The proportion of open channels
x(V ) is the lower intersection of the two curves (dots). When V exceeds a
threshold, x(V ) suddenly jumps to a value near 1.

When this bifurcation occurs, we can calculate the threshold value V ∗ by
inverting m:

V ∗ = m−1(x)− Jx

= V1/2 − k log
( 1

x
− 1
)
− Jx

where x is given by the formula above. At critical coupling (J = J∗), we get:

V ∗ = V1/2 − 2k

and increasing J lowers this value.

Experimental evidence

Although there is evidence of cooperativity in various channels and locations,
current experimental evidence does not support this hypothesis for the Na+

channels of the axon initial segment (AIS).

Patch-clamp recordings in the AIS of cortical neurons reveal spikes with a
smooth onset (Kole et al., 2008; Kole and Stuart, 2008), which is not consistent
with cooperative opening of Na+ channels (z et al., 2015). The smoothness of the
spike onset has been quantified in axonal blebs near the AIS, which are swellings
formed on the axon by the slicing procedure, making the axon easier to access
with an electrode (Yu et al., 2008). It appears that the smoothness is consistent
with independent opening of Na+ channels. It is unlikely that the failure to
observe channel cooperativity is due to the disruption of the cytoskeleton by
the experimental procedure. Channel cooperativity was meant to explain the
fact that spikes recorded at the soma have a sharp onset, as if channels opened
simultaneously (Naundorf et al., 2006), but these axonal recordings showing a
smooth onset were performed simultaneously with somatic recordings, which
showed spikes with a sharp onset. As we will see in section 6.2, this sharp onset
at the soma can be explained by resistive coupling theory.
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Na current f(Va)

Va

initiation site
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Figure 6.10: Resistive coupling model (adapted from Brette (2013)), with two
sites (soma with potential Vs and initiation site with potential Va) connected
by axial resistance Ra.

6.1.6 Spike initiation in invertebrate neurons

TODO

6.2 Resistive coupling theory: spike initiation

6.2.1 The resistive coupling model

In reality all this
argumentation could and
perhaps should apply to
the circuit loop diagram,
which summarizes the
theory

In its simplest version, the resistive coupling model consists of just two
points, the soma and the axonal initiation site, coupled by a resistance (Fig.
6.10), with a voltage-dependent Na+ current at the initiation site. This is a
highly simplified model, which makes a number of assumptions and approxima-
tions. We now review the biophysical arguments and the experimental evidence.

Separation of somatic and axonal time scales

First, the model ignores all the somatic currents (capacitance, ionic channels,
dendritic currents). This is because the somatic potential Vs is assumed to be
constant at the time scale of interest. The reasoning behind this assumption is
as follows.

The Na+ current first increases in the AIS, not at the soma. As discussed in
section 6.1.2, there is much experimental evidence for this fact, although there is
ongoing discussion about its main cause (high channel density, lower activation
voltage, cooperativity).

Because the soma is much larger than the beginning of the axon (see section
6.1.3), this current will charge the AIS much faster than the soma, so that the
potential will first increase in the AIS while it increases only slightly in the soma.
This point can be made theoretically with a simple calculation. The capacitance
of a cortical layer 5 pyramidal cell measured at the soma is on the order of 300
pF (Arsiero et al., 2007). The capacitance of a characteristic length λ of axon
is πdλcm, where d is axon diameter and cm is specific membrane capacitance.
With d = 1 µm , λ = 500 µm and cm = 1 µF/cm2, we obtain about 15 pF.
Thus the somatodendritic capacitance (soma plus proximal dendrites) is more
than an order of magnitude larger than the axonal capacitance. Patch-clamp
recordings in the soma of cortical pyramidal cells show that the initial speed of
rise (first peak of dV/dt, corresponding to the initial segment current) is about
250 V/s, while the maximum speed of rise in the AIS (or axonal bleb) is about
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Figure 6.11: Stationary potential V (x) along an axon clamped at the somatic
end, with a current I injected at distance 20 µm (left) and 40 µm (adapted
from Brette (2013)). The depolarisation is proportional to the axial resistance
Ra between the soma and injection site.

1500 V/s (Yu et al., 2008), which might be an underestimation due to low-pass
filtering by the electrode.

In effect, we consider that the soma clamps the potential at the beginning
of the axon. This is shown empirically in simultaneous recordings of AIS and
somatic potential at spike initiation (Fig. 6.7 adapted from Kole and Stuart
(2008)). Another piece of evidence is that, when the soma is hyperpolarized
in current clamp (i.e., it is not clamped by the electrode) and the AIS is si-
multaneously stimulated with short current pulses, then the spike onset at the
soma is essentially the initial somatic voltage4 (Hu et al., 2009). Similarly, some
cortical neurons have an axon stemming from a dendrite, and when triggering
a spike by stimulating the axon-carrying dendrite, the somatic spike onset is
much lower than when triggering a spike from the soma (Thome et al., 2014).
All these observations are consistent with the idea that the soma clamps the
beginning of the axon at spike initiation.

The soma as a current sink for the initiation site

Second, the resistive model ignores the currents towards the distal side of the
axon, as well as the membrane currents between the soma and initiation site
(leak and capacitance), and considers that the current flowing towards the soma
is essentially equal to the Na+ current entering the initiation site. We say that
the soma is a “current sink”, i.e., all the current flowing into the AIS then flows
towards the soma. This is an approximation that stems from the geometry of
the system, which can be understood with elementary considerations from cable
theory (see chapter ??).

Consider a constant current I injected at a distance x from the soma, with
the soma clamping the potential of the beginning of a cylindrical axon at Vs (Fig.
6.11). The input resistance towards the distal side of the axon is Rdistal = raλ,
where ra is the axial resistance per unit length and λ is the characteristic length
of the axon. The input resistance towards the proximal side of the axon can be

4The authors attributed this observation to spike threshold adaptation, but this is unlikely,
because there is essentially no difference between measured spike onset and somatic voltage,
and there is neither Na+ channel inactivation nor Kv1 channel activation in the hyperpolarized
range tested in that study.
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initiation site

Figure 6.12: Voltage attenuation along a layer 5 cortical pyramidal cell axon,
where the arrow show the position of the axonal initiation site (adapted from
Kole et al. (2007)).

calculated5 as in section ??:

Rproximal = raλ tanh
x

λ

In cortical pyramidal cells, λ ≈ 500 µm (Kole et al., 2007) (Fig. 6.12), while
the axonal initiation site is a few tens of µm from the soma, on the order of
50 µm. Therefore, Rproximal ≈ rax and Rdistal ≈ 10.Rproximal. This means that
about 90% of the current flows towards the soma: the soma is a current sink
from the initiation site. This has been empirically shown in cortical pyramidal
cells, where a current pulse is injected either at the soma or at the proximal
axon (?). If all current flows towards the soma, then the same depolarization
should be seen if the current is injected at the soma or at the (proximal) axon.
This is shown on Fig. 6.13A for an axonal site at 180 µm (which is quite far
compared to the AIS).

In terms of potential, the current sink hypothesis means that the current
injection induces an essentially linear depolarization of the axon between the
soma and the injection site (Fig. 6.11), of an amount approximately equal to
RaI, where Ra is the axial coupling resistance between the two sites, Ra = rax.
In other words, on a short time scale, the input resistance at a point on the
axon depends linearly on the distance to the soma (on a longer time scale, the
input resistance at the soma must be added). This is shown empirically in Fig.
6.13B on axons of cortical pyramidal cells.

This shows in particular that the position of the initiation site has a large
electrical impact. The stationary potential on the distal side of the axon is
an exponential function of distance with characteristic length λ, which on the
spatial scale of the AIS is nearly constant.

A qualification is that we have considered a constant current, while input
resistances are frequency-dependent. At higher frequency, a larger proportion
of the current charges the axon. This is expected to play a role mostly in the
rising phase of the axonal spike, rather than at spike initiation or near the axonal
peak.

5using the boundary conditions the killed end condition V (0) = 0 (taking Vs as the refer-
ence potential) and V ′(d) = raI.
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AA B

Figure 6.13: Experimental evidence that the soma acts as a current sink for the
proximal axon (adapted from ?). A, A current pulse injected at the axon, 180
µm away from the soma, produces a similar effect on the soma (red) as when it
is injected directly into the soma (black). B, The input resistance measured at
the axon scales linearly with the distance from the soma.

We can give an estimation of the different currents in the system at spike
initiation. Considering a membrane surface between the soma and initiation site
of about S = 150 µm2 (corresponding to a distance of 50 µm and a diameter of
1 µm), the total capacitive current on that surface when the axonal potential
increases at a speed of 20 V/s (already well above spike initiation) should not
exceed 30 pA (using cm = 1 µF/cm2). With a specific membrane resistance of
15 000 Ω.cm2, the total leak current over that surface would be about 10 pA
for a 100 mV driving force (again well above spike initiation). In contrast, the
resistive axial current should be ∆V/Ra, where ∆V is the voltage difference be-
tween soma and initiation site. At spike initiation, this difference is empirically
about 7 mV in cortical pyramidal cells (Kole and Stuart, 2008; Yu et al., 2008).
As we will see in section 6.2.3, this is very close to theoretical prediction of the
resistive model, which is ka ≈ 6 mV. The axial resistance is

Ra =
4Ri
πd2

x

where Ri is intracellular resistivity. With x = 40 µm, d = 1.5 µm and Ri = 150
Ω.cm, we obtain Ra ≈ 34 MΩ. It follows that the axial resistive current at
spike initiation should be of order 200 pA. Thus, these estimations point to the
axial resistive current being an order of magnitude larger than the capacitive
and leak currents.

Our estimate for the axial current is strikingly similar to measurements of
the persistent current at the soma of cortical pyramidal cells, which has been
shown to originate from a Na+ current in the AIS (Astman et al., 2006). At
voltages near spike initiation, this current is of order 200 pA and is abolished by
Na+ channel blocker TTX (Fig. 6.14A). Similarly, the 7 mV voltage difference
at spike initiation between the soma and initiation site disappears when TTX
is applied (Fig. 6.14B,C). All these elements are consistent with the notion
that at spike initiation, the axial current entering the soma is mostly resistive,
with small contributions from passive transmembrane axonal currents, so that
it matches the Na+ current entering the initiation site.
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Figure 6.14: Axonal Na+ current at spike initiation in pyramical cortical cells.
A, Persistent Na+ current recorded at the soma with a ramp of somatic voltage,
in red (Astman et al., 2006). B, Membrane potential at the AIS and soma in
response to current injection at the soma, without (left) and with (right) TTX
(Kole and Stuart, 2008). C, Voltage difference between the two sites at spike
initiation.

6.2.2 The equivalent isopotential model

Here we will expose a trick that allows reusing all the results from isopotential
models (see chapter ??) for the resistive coupling model. The electrical circuit
shown in Fig. 6.15A resembles the equivalent circuit of an isopotential model,
where Va is identified to the membrane potential and the axial resistive current
is mapped to the leak current (Fig. 6.15B). The axial resistance Ra is then
identified to the membrane resistance and Vs to the leak reversal potential EL.
We may call this formal analogy a model isomorphism: variables of the resistive
coupling model are mapped to those of an isopotential model, in a way that the
electrical circuit is unchanged.

However, this is not the most convenient model isopmorphism, because in
the resistive coupling model, the varied parameter Vs corresponds to EL in the
equivalent isopotential model, while all results where obtained by varying an
injected current I. Instead, we can map the resistive coupling model to an
isopential model with an injected current and a constant leak reversal potential
(say equal to 0 mV) by identifying the axial current with the leak and injected
current:

Vs − Va
Ra

= −V
R

+ I

This identity holds if we choose V = Va, R = Ra and I = Vs/Ra (Fig.
6.15C). Thus, the resistive coupling model is equivalent to an isopotential neuron
model with EL = 0 mV and other variables as summarized below:

Isopotential model Resistive coupling model
membrane potential V axonal voltage Va
membrane resistance R axial resistance Ra
injected current I Vs/Ra

6.2.3 Sharp spike initiation

Resistive coupling theory additionally postulates that the resistive coupling is
strong enough that spike initiation becomes sharp (Brette, 2013), a phenomenon
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Figure 6.15: The resistive coupling model (A) is electrically equivalent to an
isopotential models (B) and (C).

we will explain in this section. Briefly, sharp spike initiation refers to the phe-
nomenon that axonal Na+ channels open discontinuously as a function of so-
matic voltage, that is, there is a critical somatic voltage above which most axonal
Na+ channels suddenly open. This is phenomenologically similar to the coop-
erativity phenomenon (section 6.1.5), except that it relies on resistive coupling
rather than inter-channel coupling.
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Figure 6.16: Bifurcation in the resistive coupling model (adapted from Brette
(2013)). Sodium current (red) and axial resistive current (black) as a function
of voltage at the initiation site when Na+ channels are placed at 20 µm (A) and
at 40 µm (B) away from the soma. The latter corresponds to a larger value of
the coupling resistance Ra. The three lines correspond to somatic voltages of
-60 mV, -55 mV and -50 mV.
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Figure 6.17: Proportion of open Na+channels vs. somatic potential in a sim-
ple ball-and-stick model (adapted from Brette (2015)), where Na+channels are
placed at the location indicated by the arrow (only the location is varied).

Bifurcation in the resistive coupling model

In the resistive coupling model (Fig. 6.10), the resistive current equals the
Na+current, which means: Relate to the equivalent

isopotential model?
Va − Vs
Ra

= f(Va)

where f(Va) is the Na+ current as a function of axonal voltage. For a given
value of the somatic voltage Vs, the value of Va is determined by this fixed point
equation. Figure 6.16 represents the two sides of this equation: the resistive
current is an affine function of Va, which equals 0 when Va = Vs; the Na+

current is a nonlinear function of Va. The current and Va are determined by
the intersection of the two curves. We see in Fig. 6.16A that as Vs is increased,
the axonal potential Va gradually increases. However in Fig. 6.16B, where we
have chosen a larger value for Ra, there is a value of Vs at which the resistive
line is tangent to the Na+ curve, and increasing Vs above that value makes
the intersection point suddenly jump towards a higher value. Thus, Va is a
discontinuous function of Vs. We recognize in this phenomenon a bifurcation:
as Vs is increased, the number of solutions to the fixed point equation changes
from 1 to 3 to 1.

Concretely, this bifurcation means that axonal Na+ channels open abruptly
when the somatic voltage exceeds a threshold6. This is shown in Fig. 6.17,
where the proportion of open Na+ channels is plotted as a function of somatic
voltage, for a model where channels are on the soma (blue), another where
channels are on the axon but there is no bifurcation (green), and another where
channels are further down the axon and there is a bifurcation (red). Seen from
the soma, this is similar to increasing coupling in the cooperative model (section
6.1.5), except interchannel coupling is replaced by resistive coupling.

Signatures of sharp initiation

In voltage-clamp, sharp spike initiation means that all-or-none current spikes
are measured at the soma when the holding potential is increased. This is

6Of course this opening is not instantaneous in reality. The speed of opening is limited by
the axonal capacitance and activation time constant. These two factors are not included in
the resistive coupling model.
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Figure 6.18: Relation between the peak Na+current and voltage measured at
the soma of various neurons. The first measurement was done with a two-
electrode voltage clamp (Barrett and Crill, 1980) (voltage is relative to rest).
Note the very large current at spike initiation (up to 400 nA). The other ones
where done in patch clamp with the current reduced by TTX application and the
contribution of somatic Na+ channels has been subtracted (current is normalized
to 1) (Milescu et al., 2010).
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Figure 6.19: Signatures of sharp spike initiation. A, Action potential measured
in a human pyramidal cell (Testa-Silva et al., 2014) and in two isopotential
Hodgkin-Huxley models (Sengupta et al., 2010). B, Response of a cortical neu-
ron in vitro to somatic current injection (black) and predictions by integrate-
and-fire models with sharp spike initiation (blue, first two traces; percentages
are proportion of correctly predicted spikes) and with smooth spike initiation
(blue, third trace; the Izhikevich model, a variation of the quadratic model)
(Rossant et al., 2011).

shown in Fig. 6.18, where the peak Na+current is plotted as a function of
holding voltage: we observe a discontinuous function. This phenomenon has
been observed in many neurons7, including motoneurons (Barrett and Crill,
1980), cortical, brainstem and raphé neurons (Milescu et al., 2010).

The current-voltage relationship can also be measured in somatic current-
clamp, in neurons driven by noisy currents (Badel et al., 2008; Harrison et al.,
2015). In cortical neurons, it was found that this relationship can be fitted by
the sum of a linear function (representing the leak current) and an exponential
function (representing the Na+ current). Isopotential HH models, constrained
by patch-clamp measurements of channel properties, predict that the curvature
of the exponential function equals the Boltzmann activation slope ka = 6 mV.
Instead, the measured curvature is exceptionally sharp, on the order of 1 mV.

Sharp initiation also appears in the initial shape of spikes at the soma (Naun-
dorf et al., 2006; Telenczuk et al., 2017). In isopotential Hodgkin-Huxley models,
the onset of spikes is shallow because Na+ channels open gradually with voltage:

7Such discontinuities can be produced in principle by incomplete compensation of the
electrode resistance (which plays a similar role to the axonal resistance Ra) when the measured
current is large, but this is not the case in these examples. Barrett and Crill (1980) used a
two-electrode voltage-clamp, while Milescu et al. (2010) applied TTX to reduce the current
so as to ensure proper voltage control.
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membrane potential must increase by about 12 mV for the proportion of chan-
nels to rise from 27% to 73% (twice the Boltzmann activation slope ka, which is
about 6 mV). In contrast, there is a distinct kink at spike onset, which appears
in a voltage trace as a rapid voltage transition from the resting membrane po-
tential (Fig. 6.19A). This observation was the motivation for the cooperative
model (see section 6.1.5), but is equally explained by resistive coupling theory.
Below, we will present more precise predictions about the somatic spike onset.

In more detail, the presence of a saddle-node bifurcation also manifests itself
in the dynamics of the potential near spike initiation. Indeed, as the bifurcation
point is approached, the response to perturbations should slow down while the
variance should increase8. Both phenomena are observed in cortical neurons,
including in fast-spiking neurons, which have type II excitability (discontinuous
current-frequency relation) (Meisel et al., 2015).

Finally, sharp spike initiation is also seen in the input-output properties of
neurons (Brette, 2015). First, precise spiking responses of cortical neurons to
noisy currents injected at the soma are surprisingly well predicted by integrate-
and-fire models, which have a sharp threshold, unlike isopotential Hodgkin-
Huxley models (Gerstner and Naud, 2009; Rossant et al., 2010, 2011) (Fig.
6.19B). Models with a smoother threshold (for example the quadratic model
or the exponential model with a large slope factor) do not perform as well.
Second, cortical neurons can reliably transmit frequencies up to several hundred
Hz and respond to input changes at the millisecond timescale (Ilin et al., 2013;
Tchumatchenko et al., 2011). This means that when a small high frequency
sinusoidal current or a small current step is added on top of a background noisy
current injected in the cell, the time-varying probability of discharge closely
follows the input current. Again, this property is seen in integrate-and-fire
models, but not in isopotential Hodgkin-Huxley models (Brunel et al., 2001;
Fourcaud-Trocme et al., 2003).

Thus, phenomenologically, sharp initiation means that the response of a neu-
ron to a somatically injected current is better modeled by an integrate-and-fire
model, which has a sharply defined threshold on the somatic membrane poten-
tial, than by an isopotential Hodgkin-Huxley model. This may seem surprising
as the Hodgkin-Huxley model is a more complex biophysical model that explic-
itly relates to biophysics of ionic channels. However, more complex does not
mean more realistic (see Brette (2015) for a discussion of this epistemological
point).

Conditions for sharp initiation

Sharp initiation does not occur as soon as spikes initiate in the axon. This can be
seen in Fig. 6.16, which explains the bifurcation in the resistive coupling model:
the bifurcation occurs only if the Na+ current increases more steeply with axonal
voltage than the resistive axial current. Thus, there needs to be a sufficiently
strong Na+ conductance, or the channels must be placed far enough from the
soma. In fact, this is analog to the excitability condition of an isopotential model
(see chapter ??): the model is excitable if the Na+ current increases more steeply
with membrane potential than the resistive leak current. The bifurcation point
in the resistive coupling model corresponds to the spike threshold for slow inputs

8This is because this bifurcation corresponds to a stable point that becomes unstable.
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Figure 6.20: Onset rapidness in an isopotential model (top) and in a human
pyramidal neuron (bottom, from Testa-Silva et al. (2014)). Left: action po-
tential; right: phase plot (dV/dt vs. V ). The arrow shows the spike onset
(determined as the point where dV/dt = 20 mV/ms) and the black line is a re-
gression line whose slope is onset rapidness: 5.6 ms−1 in the isopotential model,
28.8 ms−1 in the human neuron. Adapted from Telenczuk et al. (2017).

(I is a constant parameter) in the equivalent isopotential model. We have seen
in chapter ?? that for this bifurcation to occur, the ratio of Na+ conductance
to leak conductance (denoted p) must be large enough. With the Boltzmann
model of channels, this condition is: This is actually in old

version of chapter 4, 4.4.5

p >
ka

ENa − V1/2 − 2ka

where ka is the activation Boltzmann slope factor of the Na+ channels and V1/2

is their half-activation voltage9. For the resistive coupling model, this ratio
corresponds to the ratio of Na+ conductance to axial resistance: p = gNa.Ra.
To give an order of magnitude, with ENa = 60 mV, V1/2 = −40 mV, ka = 6
mV, the condition is

gNa.Ra > 0.27

Thus, for a given Na+ conductance, spike initiation becomes sharp when the
initiation site exceeds a critical distance from the soma.

Somatic onset rapidness

Possibly reorganize:
define onset rapidness as
max phase slope

Experimentally, the sharpness of spike initiation has been assessed from
the shape of the somatic action potential, using a measure called phase slope
(Naundorf et al., 2006). Phase slope is the slope of the curve representing dV/dt

9The formula can be amended for the GHK model.
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as a function of V ; it has dimensions of second−1. In the time domain, it is
determined by the following formula:

η =

(
d2V

dt2

)
/

(
dV

dt

)
Onset rapidness is the phase slope at spike onset. Thus, it depends on the

criterion for spike onset, typically a condition on dV/dt. However, when mea-
sured on the somatic action potential of many neurons, onset rapidness varies
only weakly with this criterion, and is typically about 20 ms−1 (Baranauskas
et al., 2010) (Fig. 6.20). Note that in experimental conditions, this is a very
imprecise measurement.

We will now examine the prediction of resistive coupling theory. First, let
us start with an isopotential model (see Fig. 6.20A). If we write dV/dt = f(V ),
then phase slope is η = f ′(V ). Let us consider the spike initiation zone where the
Na+ current is the main current. This current depends on V in an approximately
exponential way, I ∝ e−V/k, where k is the Boltzmann activation factor (about
6 mV). Therefore, η = f ′(V ) ≈ f(V )/k. Thus, in an isopotential model, onset
rapidness is:

η =
1

k
.
dV

dt
With dV/dt = 20 mV/ms, the isopotential model should have an onset

rapidness of roughly10 3–4 ms−1. We note that onset rapidness is critically
dependent on the spike onset criterion, contrary to the findings on somatic
action potentials.

Before we turn to the somatic spike, let us consider the AIS spike. We as-
sume, following the assumptions of resistive coupling theory, that the somatic
voltage does not vary significantly in the time of interest, and the AIS is coupled
resistively to the soma. Since we are interested in the dynamics, let us consider
now the local capacitance of the AIS (and proximal axon). We can see that we
obtain a model that is identical to an isopotential model, except that the leak
current is replaced by the axial resistive current towards the soma. It follows
that the phase slope has the same properties as in an isopotential model. Em-
pirically, onset rapidness can be measured in the AIS, although it is technically
difficult because of its small size. For example, Yu et al. (2008) measured a
value of 5.6 ms−1 in an axonal bleb (with dV/dt = 20 mV/ms), a little above
the predicted value.

Let us now examine the phase slope of the somatic action potential. At spike
initiation, the soma receives a strong axial current from the initial segment.
Thus, the membrane equation is approximately:

C
dV

dt
= I

where I is the axial current. Phase slope is therefore:

η =
dI

dt
/I

According to the resistive coupling hypothesis, the axial current is:

I =
Va − V
Ra

10As we have neglected outward currents, this is an underestimation.
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Figure 6.21: Relation between somatic onset rapidness (left) and dynamics of
the axonal spike (right), adapted from Telenczuk et al. (2017). A, Left: somatic
onset rapidness defined as maximum phase slope in a detailed biophysical model,
with (solid) and without (dashed) somatic Na+channels (somatic Na+channels
perturbs the measurement). Right: Spike at different positions along the AIS
(the largest at the distal end), with the tangent line passing through threshold
in red, whose slope is theoretically equal to somatic onset rapidness. B, Spike
in a pyramidal cortical neuron recorded at the soma (left )and axon (right),
showing a similar maximum phase slope (adapted from Yu et al. (2008)).

where Va is the voltage at the AIS, and V is the somatic voltage that we assume
approximately constant. In other words, V is the somatic voltage threshold.
Therefore, phase slope is

η =
dVa
dt

/(Va − V )

Graphically, in the axonal phase plot (dVa/dt vs. Va), this is the slope of
a line that goes from spike onset to a point on the phase plot (Fig. fig-onset-
rapidness-calculationA). As mentioned above, experimental measurements re-
port a roughly constant value of somatic onset rapidness, as a function of spike
onset criterion. This means that the somatic phase slope is measured near its
(local) maximum. In the axonal phase plot, the maximum of (dVa/dt)/(Va−V )
is the slope of a tangent to the spike going through threshold. This is approxi-
mately equal to the maximum value of dVa/dt divided by axonal spike height,
Va−V ≈ 100 mV, or to the maximum axonal phase slope (a slight overestimate).

In other words, resistive coupling theory predicts that somatic onset rapid-
ness directly reflects the speed of the axonal spike. For example, in recordings
of a cortical pyramidal neuron (Yu et al., 2008), maximum phase slope is 23
ms−1 in the axonal bleb near the AIS and 25.5 ms−1 in the soma (Telenczuk
et al., 2017) (Fig. 6.21B).
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6.2.4 The spike threshold

Axonal spike threshold

In the resistive coupling model, under the conditions derived above, the Na+

channels open abruptly when the somatic membrane potential Vs exceeds a
certain value. Thus, there is a bifurcation with respect to Vs. In the equivalent
isopotential model, this corresponds to a bifurcation with respect to the current
I. We have seen that with the Boltzmann model, the bifurcation occurs when:

V ≈ V1/2 − k log

(
gNa
gL

ENa − V1/2

k
− 1

)
The term −1 is a small correction which may be omitted for simplicity (it

then corresponds to the formula for the exponential model). If we translate this
threshold equation back into the coupling resistive model, we obtain:

Va ≈ V1/2 − k log

(
gNaRa

ENa − V1/2

k
− 1

)
This is the axonal spike threshold (first derived in Brette (2013)). The

somatic spike threshold corresponds to the rheobase in the isopotential model.
We will derive it by calculating the axial current at threshold.

Sodium current at threshold

The axial current equals the sodium current f(Va) = gNam(Va)(ENa − Va),
where m is the activation function. Threshold is defined by the bifurcation
equation:

1

Ra
= f ′(Va)

If we use the exponential model of excitability11, then we have f ′ = f/k,
where k is the activation slope factor. It follows that the sodium current at
threshold is

f(Va) =
k

Ra

Somatic spike threshold

Since the sodium current equals the axial resistive current, which follows an
ohmic relation, the voltage gradient between soma and axonal initiation site is
just:

Va − Vs = k

From this, we deduce that the somatic spike threshold is Va − k, that is:

Vs ≈ V1/2 − k − k log

(
gNaRa

ENa − V1/2

k
− 1

)
11which is accurate far below half-activation voltage.
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Which spike threshold matters for excitability?

This might be more
meaningful after we
discuss modulation by
AIS currents

It may seem disconcerting that there are several spike thresholds. Which
one is relevant for excitability, the somatic or the axonal one? At first sight,
it might seem that it is the axonal threshold that matters, since the initiation
site is in the axon. This is a mistake. Indeed, the bifurcation parameter that
determines whether the neuron spikes is the somatic voltage Vs. It plays the
same role as the current I in the equivalent isopotential model. This appears
more clearly when we ask what is the threshold input that makes the neuron
spike, whether current or charge. Since the somatic voltage is the bifurcation
parameter, it determines both the current and charge thresholds, as follows:

Current threshold: (Vs − EL)/Rm

Charge threshold: (Vs − EL)/Cm

where Vs is the somatic spike threshold, Rm is the input resistance at the soma,
and Cm is input capacitance at the soma.

Of course, in our formulas, axonal and somatic thresholds are directly re-
lated, and only differ by a constant term k. However, we will see later that
AIS currents can modulate the somatic spike threshold with little impact on
the axonal spike threshold, and it is the former that determines excitability.

Maximum threshold

We have seen that sharp initiation only occurs if gNaRa is large enough. When
gNaRa is reduced, the threshold increases, until sharp initiation (i.e., the bifur-
cation) disappears. What is the highest possible value for the threshold? This is
the value obtained at the critical point where the bifurcation disappears. This is
in fact the same formal problem as the condition for excitability derived for the
isopotential model in section ??, where EL is mapped to Vs (derived in appendix
??). For the resistive coupling model, this condition is: V1/2 = Vs + 2k. Thus,
the somatic spike threshold cannot be higher than V1/2−2k. For example, with
V1/2 = −30 mV and k = 6 mV, we obtain a maximum spike threshold of −42
mV.

6.2.5 The spatial extent of the AIS

Until now, we have considered a simplified resistive model where all Na+ chan-
nels are clustered in a single point on the axon. We now examine a spatially
extended AIS in the context of resistive coupling theory.

Initiation site vs. site of sodium entry

When considering the spatial extent of the AIS, resistive coupling theory implies
that the electrical initiation site, the point where the potential first increases,
does not necessarily match the point where Na+ first enters the axon. This
counter-intuitive implication stems from the fact that the soma clamps the be-
ginning of the axon. If we neglect all passive transmembrane currents (capacitive
and resistive), then according to cable theory:

∂2V

∂x2
∝ −INa(x)
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initiation siteA B

Figure 6.22: Initiation site vs. site of sodium entry. A, Voltage vs. dis-
tance from the soma in a simple ball-and-stick model with non-inactivating
Na+channels, at different values of somatic Vm (Brette, 2013). Here the AIS
has more Na+channels on the proximal side but the Vm(x) is still an increasing
function of x. B, Fluorescence measurement of Na+influx at spike initation in
the AIS of a cortical pyramidal neuron (Baranauskas et al., 2013). Maximum
influx is in the proximal part of the AIS even though spikes initiate at the distal
end.

This implies that the spatial voltage profile is an increasing and concave
function of distance (Fig. 6.22A), and most significantly: 1) spike initiation
always occurs at the end of the AIS (in the sense of a criterion on V ); 2) the
maximum flow of Na+ current occurs not at the distal end but somewhere
between the soma and the AIS12. This is exactly what was found with Na+

imaging of the AIS (Baranauskas et al., 2013), as shown on Fig. 6.22B.
Note that the influx of Na+into the AIS does not directly reflect the density

of Na+channels. In fact, the maximum influx of Na+would still occur on the
proximal side even if Na+channels were evenly distributed along the AIS. This
is because the Na+current density is INa = gNa(ENa−V ), and the driving force
is larger on the proximal side because the soma clamps the proximal side of the
axon (see e.g. simulated axonal spikes on Fig 6.21A).

The spike threshold with an extended AIS

Research in progress.

6.2.6 AIS geometry and excitability: experimental obser-
vations

First, we note that the formula for the spike threshold is virtually the same as in
the isopotential case, except the leak conductance is replaced by the inverse axial
resistance. Therefore, all the remarks made in section ?? apply. The new aspect
that appears in our revised formula is the dependence on axial resistance Ra.
That resistance depends on the geometry of the AIS. In this simplified model
where all channels are clustered at one point in the axon, this resistance is
proportional to the distance between the soma and the initiation site (assuming
constant axon diameter). Thus, spike threshold decreases (the neuron becomes
more excitable) when the initiation site is moved distally from the soma. This

12Precisely, where ∂3V/∂x3 = 0
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Figure 6.23: Energy consumption for axonal vs somatic initiation (adapted from
Brette (2013)). A ball-and-stick model is stimulated with fluctuating current at
the soma, and the average Na+current is shown as a function of firing rate for
axonal (red) and somatic (black) spike initiation.

counter-intuitive result can be explained by the fact that the initiation site is
then more electrically isolated from the large soma.

TODO.

6.2.7 Energetic considerations

This could be in a
separate chapter about
energy

Is it more energetically efficient to initiate spikes in the axon rather than
in the soma? The benefit of axonal initiation is obvious if there is no somatic
action potential, since then no energy is spent on charging the somatic capac-
itance. Otherwise, in either case, the entire membrane of the neuron needs to
be charged, which implies moving a positive charge equal to C∆V , where C
is the total capacitance of the neuronal membrane and ∆V ≈ 100 mV is the
spike height (assuming no overlap with outward currents). Thus, the cost of
generating of a spike does not depend very much on the site of spike initiation.

However, there is a difference in the energetic consumption below threshold,
which leads to more energetically efficient spike initiation with a distal initiation
site. This is illustrated in Fig. 6.23, which shows the average Na+ current as a
function of firing rate, in a ball-and-stick model (soma plus short unmyelinated
axon) stimulated by a fluctuating current. For the same firing frequency, a
smaller Na+ current is produced when spikes are initiated in the AIS than in
the soma.

As we have seen previously, the sodium current at threshold is k/Ra. Thus,
there is less current at threshold when the spike initiation site is more distal.
This reflects the fact that the axonal initiation site is easier to excite when it
is more isolated from the soma. At a given distance ∆V below threshold, the
current would be about

Ip =
k

Ra
e−∆V/k

This is called the persistent Na+ current (Astman et al., 2006), and it determines
the energetic cost of excitability, independently of whether the neuron produces
spikes. Remarkably, for a given voltage threshold, this current does not depend
on either conductance density or half-activation voltage. For an axon of fixed
diameter, it is inversely proportional to the distance of the initiation site from
the soma. With k = 6 mV and Ra = 40 MΩ, we obtain a threshold current of
Ip = 150 pA. At a distance 2k below threshold, the current is about Ip ≈ 20
pA.



30 CHAPTER 6. SPIKE INITIATION WITH AN INITIAL SEGMENT

How does this compare with the cost of producing a spike? This cost is
proportional to the total membrane area of the neuron. In the grey matter of
rodent brains (i.e., unmyelinated neurons), the total Na+ charge required to
produce a spike was estimated at 184 pC (Attwell and Laughlin, 2001), based
on 4 cm of axon of diameter 0.3 µm. This estimate is based on the assumption
that the Na+ charge necessary to produce an action potential is 4 times the
minimal value given by the membrane capacitance (because of overlap with the
K+ current), but recent estimates of this efficiency factor point to a value of
about 2 in cortical pyramidal cells (Hallermann et al., 2012). Thus, each spike
should require moving a Na+ charge of around 90 pC. The average Na+ current
necessary to produce spikes at frequency F is therefore:

Ispike = 90 pC.F

Thus, at frequency F = 1 Hz, this current is about 90 pA. This is a similar
magnitude as the persistent current Ip necessary for excitability. The balance
between the cost of spikes and the cost of excitability depends on firing frequency
and neuron size.

6.3 Resistive coupling theory: spike transmis-
sion to the soma

In cortical pyramidal neurons, as well as in many other neurons, the action
potential is initiated in the AIS, and then it backpropagates to the soma and
dendrites. This signal can be important for synaptic plasticity. There are also
voltage-gated calcium channels at the soma that are involved in the regulation
of metabolic processes, and therefore it may be functionally important that
action potentials are transmitted to the soma. This requires the axonal spike
to produce a sufficient depolarization of the soma, so that somatic Na+channels
are recruited and regenerate the action potential. Thus we ask the question:
what determines the amount of current transmitted to the soma by an action
potential initiated at the AIS?

6.3.1 The axonal current transmitted to the soma

An incorrect intuition

How much current is transmitted to the soma at spike initiation? Since this
current originates from the transmembrane Na+ current at the AIS, and that
current is proportional to the total Na+ conductance gNa, it may seem at first
sight that the current transmitted at spike initiation is proportional to gNa.
This is incorrect. The flaw in the reasoning is that the Na+ current is also
proportional to the driving force ENa−Va, and that driving force approaches 0
during the axonal action potential. We first show that an essential determinant
of the transmitted current is the geometry of the system, then we look in more
detail at the role of Na+ conductance.

A first approximation

In the resistive part of the axon, between the soma and the edge of the AIS, the
axial current is determined by Ohm’s law: Ia = (Va − Vs)/Ra, where Ra is the
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Figure 6.24: Voltage along the axon at spike initiation in a simple cylindrical
model clamped at the proximal end (Hamada et al., 2016), with the AIS repre-
sented in green. The solid black line shows the (idealized) voltage profile when
Na+channels clamp the axon at ENa. The solid red curve shows the voltage
when Na+channels are all open but in finite number, with somatic potential
just above threshold (dashed: just below threshold). The transmitted current
is equivalent to the idealized case with an AIS starting at an extra distance δ.

axial resistance between the soma and the start of the AIS. At spike initiation,
the membrane potential at the AIS increases very quickly towards its peak, and
in that duration the somatic potential increases only modestly above threshold
(see Fig. 6.7). Thus, in calculating the axial current at spike initiation, we
can consider that the somatic membrane potential is near threshold while the
membrane potential in the AIS is near its peak.

Let us start with a drastic approximation: we consider that the AIS is
clamped at the Na+ reversal potential, Va = ENa, while the soma is at thresh-
old Vs. Between the soma and the start of the AIS, the voltage increases lin-
early (assuming cylindrical geometry), then is constant, as shown on Fig. 6.24
(solid black curve). This corresponds to the approximation of infinite Na+

conductance density in the AIS, with a large soma. The axial current is then
Ia = ∆V/Ra, where ∆V = ENa − Vs ≈ 100 mV. We find that the axial current
is essentially determined by the axial coupling resistance between soma and AIS,
and therefore by the geometry of the spike initiation system. For an axon of
constant diameter, the axial current is inversely proportional to the distance of
the start of the AIS from the soma.

This effect can be seen in biophysical models of spike initiation (Telenczuk
et al., 2017). In Fig. 6.25, an excitable model consisting of two cylinders, one
from the soma and one for the axon, is simulated. There are Na+ and K+

channels in the soma and in the AIS, which is represented as a single point (all
channels clustered at the same position). The effect of varying the position of
the AIS is seen most clearly in the first of component of the phase plot. When
the AIS is more proximal, spikes are initiated at a higher voltage but produce a
smaller axial current (small dV/dt). Thus, there is an inverse relation between
excitability and transmission to the soma. This is most clearly seen when plot-
ting the maximal amplitude of the axial current recording in a somatic voltage
clamp, as a function of clamping voltage (starting from rest) (Fig. 6.25B). There
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Figure 6.25: Effect of AIS position on the current transmitted to the soma
(adapted from (Telenczuk et al., 2017)). A two-cylinder biophysical model rep-
resenting soma and axon are simulated, with Na+channels clustered at one point
on the axon. A, Phase plot of the action potential for three different distances
of the AIS. B, Peak current transmitted to the soma vs. somatic potential in
voltage-clamp.

is a threshold above which the axonal spike is triggered, so that the current-
voltage relation is discontinuous. We can see clearly that there is an inverse
relation between the somatic voltage threshold and the axial current.

The effect of Na+ conductance

Quantitatively, our formula is an approximation that is only valid in the limit of
an infinitely large Na+ conductance, so that Va = ENa. Let us see what happens
when we consider a finite conductance gNa positioned at a single point in the
axon. We assume that at the peak of the axonal action potential, the membrane
potential is well above half-activation voltage so that all available Na+ channels
are open. Then the Na+ current is INa = gNa(ENa−Va). Matching this current
with the axial resistive current gives:

gNa(ENa − Va) =
Va − Vs
Ra

Thus, the peak axonal voltage is

Va = ENa −
1

1 +RagNa
(ENa − Vs)

The axial current is then:

Ia =
gNa

1 +RagNa
(ENa − Vs)

=
ENa − Vs

Ra

(
1− 1

1 +RagNa

)
Thus, Na+ conductance has an effect on the axial current, but that effect is

not linear: it saturates at (ENa − Vs)/Ra.
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Figure 6.26: Current transmitted to the soma as a function of biophysical
parameters (adapted from Hamada et al. (2016)). A, A two-cylinder model
representing soma and axon are simulated, with non-inactivating Na+channels
distributed along the AIS (and no other channel). The model is simulated in
either somatic current-clamp (right) or voltage-clamp (blue in B-E). B, Peak
axial current (blue) and predicted value (dashed) in voltage-clamp and maxi-
mum somatic depolarization in current-clamp (black and red), as a function of
different biophysical parameters.
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The spatial extent of the AIS

We now consider the more realistic case when Na+ channels are spatially dis-
tributed on a cylindrical AIS of length L and diameter d, starting at distance
x = ∆ from the soma, as shown on Fig. 6.26A. Let g be the surfacic Na+

conductance density, so that the total conductance is

gNa = πdLg

The AIS is connected to the soma through an axial resistance Ra = rax,
where

ra =
4Ri
πd2

is the axial resistance per unit length of axon. As before, we only consider the
axial resistive current and the Na+ current, assuming that all channels are open.
Matching these two currents in the AIS (between x = ∆ and x = ∆ + L) gives
the following simplified cable equation:

1

ra
V ′′ = −πdg(ENa − V )

where V (x) is the membrane potential at distance x from the soma. In the
resistive part of the axon (between x = 0 and x = ∆), the equation is just
raV

′′ = 0, which means that V (x) is a linear function of x. Thus we have a sec-
ond order differential equation, and two boundary conditions: 1) the potential
at the soma is V (0) = Vs, and 2) no axial current flows at the end of the AIS
towards the axon: V ′(∆ + L) = 0.

Since voltage is linear in the resistive part of the axon, the first boundary
condition can be replaced by:

V (∆) = Vs + V ′(∆)∆

We then solve this second order equation (sum of two exponential functions),
and we obtain the voltage profile V (x) along the axon, as shown in Fig. 6.24
(red curve). The axonal current flowing into the soma is given by the initial
slope of this profile, specifically:

Ia =
V ′(0)

ra
=
V ′(∆)

ra

We obtain the following expression:

Ia =
ENa − Vs
ra(∆ + δ)

where

δ =

√
d
gRi

2 tanh
√

4Rig
d L

For large AIS length and conductance density (typical values), this is close
to:

δ ≈ 1

2

√
d

gRi
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which has dimensions of length. Remarkably, this makes the axial current inde-
pendent of AIS length. A physical interpretation of this formula is that an ex-
tended AIS with finite conductance density produces a current that is equivalent
to that of an AIS with infinite conductance density (which clamps the potential
at ENa) positioned further away from the soma, by a distance δ (dashed black
line in Fig. 6.24).

This analytical calculation is matches quite accurately the peak current mea-
sured in voltage-clamp simulations of a cylindrical axon with non-inactivating
Na+channels (and no other channels), as shown on Fig. 6.26B. For very prox-
imal AIS (small ∆), the calculation is an overestimation of the actual current.
This is because the proximal end of the AIS is then clamped near somatic
potential, and therefore not all Na+channels are open, as is assumed in the cal-
culation. The plots also show the depolarization at the soma in current clamp,
when a large cylindrical process is attached, representing soma and dendrite.
The variations of this depolarization with the different parameters follows quite
well (but not exactly) those of the axial current measured in voltage-clamp.

Tapering of the axon hillock

We have assumed that the axon is cylindrical. However, there is typically ta-
pering at the start of the axon before it becomes approximately cylindrical. If
tapering occurs within the AIS, there is no simple way to integrate it analyti-
cally in the theoretical predictions. But if tapering occurs before the AIS, then
it is easy to incorporate it, by calculating the total axial resistance between the
soma and the start of the AIS by integration:

Ra =
4Ri
π

∫ ∆

0

1

d(x)2
dx

where d(x) is the axon diameter at distance x from the soma and the axial
current is then:

Ia =
ENa − Vs
Ra + raδ

Minimum Na+ conductance density

We can use this formula to calculate the minimum Na+ conductance density
necessary to produce a given axial current. Let us consider the case when the
entire axon has a homogeneous conductance density g. This will produce an
axial current greater than any AIS with the same density g. According to our
calculations, the current will be:

Ia = 2
ENa − Vs
ra

√
d
gRi

=
π

2

√
g

Ri
d3/2(ENa − Vs)

It follows that the minimum conductance density to produce an axial current
Ia is:

gmin =
4Ri
π2d3

( Ia
ENa − Vs

)2
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To obtain a lower bound when there is tapering, we simply choose d as the
largest axon diameter along the AIS.

Let us consider for example a layer 5 cortical pyramidal neuron of a rat. It
has an input capacitance at the soma of about C ≈ 250 pF (Arsiero et al., 2007),
and dV/dt reaches a peak of about 250 mV/ms in the first phase of the somatic
spike. This should correspond to an axial current of about Ia = CdV/dt = 62.5
nA. It is likely that this is overestimated, because the input capacitance estimate
includes a large part of the dendrites, while on a short time scale dendrites would
contribute less. In a biophysical model of layer 5 pyramidal cell which gives
realistic values for dV/dt (Hallermann et al., 2012), the axial current is about
Ia = 25 nA. Let us now choose Ri = 150 Ω.cm, d = 1.5 µm, ENa − Vs = 100
mV. We find that the minimum conductance density is about gmin = 11250
ps/µm2. This is indeed much higher than the conductance density measured at
the soma.

An interesting aspect of this formula is that it makes a prediction about
how the diameter of the AIS should scale with the diameter of the soma. Let
us consider a spherical soma and ignore the dendrites. The somatic capacitance
scales as d2

soma, and therefore so does the axial current necessary to charge it.
It follows that, if the AIS conductance density is fixed (or at least, presumably,
bounded), then our formula implies that d3

AIS should scale as d4
soma, that is,

dAIS ∝ d4/3
soma. This is indeed consistent with measurements (Fig. 6.2).

6.3.2 Matching between soma and AIS geometry

The axial current transmitted at spike initiation to the soma determines the
somatic depolarization. In turn, this depolarization opens somatic Na+ chan-
nels, which regenerate the action potential at the soma, as shown on Fig. 6.1.
Thus, the axial current must be strong enough that the threshold of somatic
channels is reached. In addition, in terms of energy consumption, it is most effi-
cient if this current is strong enough, but not stronger. Therefore, to efficiently
transmit the axonal spike to the soma, the axial current must be tuned so as to
depolarize the soma by the right amount.

If the Na+ conductance density is fixed, this tuning requires adjusting the
position and length (but mostly the position) of the AIS.

Matching AIS geometry to a spherical soma

Let us a start with an isopotential spherical soma of diameter dsoma. This soma
has a membrane capacitance C = πd2

somacm, where cm is the specific membrane
capacitance. When we determined the conditions of excitability, we looked
at one piece of the current loop shown in Fig. 6.6: Na+ current matches the
resistive axial current. To determine the depolarization due to the axial current,
we look at the next piece of the current loop: resistive axial current matches
the capacitive current, which means:

C
dV

dt
= I

where I is the axial current.
Thus, the amount of current necessary to depolarize the soma is proportional

to the area of the soma. If the soma is larger, then we need a larger current
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and therefore the AIS must be closer to the soma. In other words, we predict
an inverse relation between soma size and AIS position.

With the simplest approximation, I ∝ 1/x, where x is AIS position, every-
thing else being equal. It follows that

x ∝ d−2
soma

With the more precise calculation, I ∝ 1/(x + δ), where δ is a shift that
depends on conductance density and AIS diameter (in fact, roughly on the
space constant of the AIS). It follows that matching the axial current to the
somatic capacitance requires the following scaling:

x = αd−2
soma − δ

where α is a proportionality factor.
If we now examine the influence of AIS diameter in the simple approximation,

we note that I ∝ 1/(rax), and since ra ∝ d−1/2
AIS , we obtain:

x ∝ d−2
somad

1/2
AIS

Thus, AIS position is negatively correlated with soma size, and positively cor-
related with axon diameter.

We have noted before that across neurons, soma and AIS diameters are
correlated by a power law with exponent around 3/2 or 4/3 (see Fig. 6.5). It

follows that, across neurons, AIS position should scale as x ∝ d
−4/3
soma or x ∝

d
−5/4
soma . One might have thought that across neurons of different sizes, the entire

subcellular structure would scale, with larger neurons having an AIS further
away from the soma. Instead, we thus arrive at the counter-intuitive conclusion
that the position of the AIS should be inversely related to the size of the neuron.
The difficulty with testing this prediction is that many neurons have extended
dendrites, which also contribute to the input capacitance at the soma. Thus,
we now consider the impact of dendrites on this prediction.

Matching AIS geometry to a cylindrical somatodendritic process

We previously considered the soma as an isopotential compartment. In reality,
when the soma receives the current spike from the axon, current also leaks
towards the dendrites. In other words, the axial current charges not only the
soma, but also part of the dendrites. How much of the dendrites should be
considered? This depends on the time scale of the current: a constant current
would charge a dendritic length of order λ, the space constant of the dendrite,
but a transient current would charge a much smaller length of dendrite. We
can get a rough order of magnitude by looking at the space constant λ(f) for a
time-varying current of frequency f (section ??), which is at high frequency:

λ(f) ≈ λ√
πfτ

=

√
d

4πRifcm

Let us assume that the first phase of the somatic spike is about 0.1 ms;
this would correspond to a frequency of roughly f = 1/(0.2 ms). With d = 6
µm, Ri = 120 Ω.cm and cm = 0.9 µF/cm2, we obtain λ(f) ≈ 66 µm. This
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Figure 6.27: Maximum somatic depolarisation speed due to the axonal spike
vs. dendrite diameter in the two-cylinder model of Fig. 6.26A (adapted from
Hamada et al. (2016)). Dashed line: expected d−3/2 scaling; solid line: linear
regression.

is of course a crude estimate, but it indicates only the proximal dendrites are
initially charged by the axial current at spike initiation. This corresponds to
membrane area of about 1000 µm2. As a comparison, the membrane area of a
spherical soma of diameter 30 µm is about 2800 µm2; thus, a similar order of
magnitude.

An important point to notice is that the dendritic length to consider depends
on the morphology of the dendrites (d) and intrinsic parameters that are in
principle very similar across neurons (Ri and cm), but it does not depend on
resistive properties of the membrane, i.e., on channels (including leak channels).

We now examine a simple case that is analytically tractable: the soma and
dendrites form a single cylinder of fixed diameter and large length (as in Fig.
6.26A). This is a rough model of the morphology of layer 5 pyramidal cells of
the cortex, which have a large apical dendrite (roughly 6 µm). In this case,
we know that the space constant for a given frequency is proportional to

√
d,

and therefore the membrane area of a characteristic length of dendrite scales as
d3/2. Therefore, the current required to charge the soma and proximal dendrite
scales as d3/2.

A more precise analysis is to look at the impulse response of cylindrical
dendrite (i.e., semi-infinite cylinder) to a current. This has been derived by
Rall (1969):

G(t) =
1

C∗
e−t/τ√
πt/τ

where C∗ is the capacitance of a characteristic length of dendrite:

C∗ = πd3/2

√
Rm
Ri

cm

We recover the result obtained above from scaling considerations, i.e., the
depolarisation for a given current scales as d−3/2. Fig. 6.27 shows the somatic
depolarization speed due to the axonal spike in the two-cylinder model of Fig.
6.26A, as a function of dendrite diameter (the soma is not excitable). Here the
depolarisation scales as d−1.22. The reason for the imperfect scaling is that we
have assumed that the axial current does not depend on somatic depolarization
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Figure 6.28: AIS position vs. dendrite diameter in cortical pyramidal cells
(adapted from Hamada et al. (2016)). A, AIS position required to produce a
constant depolarization speed at the soma in the model of Fig. 6.26, plotted vs.
d−1.5. B, AIS position vs. diameter d of the apical dendrite in layer 5 cortical
pyramidal cells (note the different scales).

and therefore on dendritic properties, which is not exactly the case here for
smaller diameters.

Thus, the current required to charge the soma scales theoretically as d3/2.
There is also an analytical formula for the impulse response of an isopotential
soma plus cylindrical dendrite (the “ball-and-stick” model) (Rall, 1969; Tuck-
well, 1988a) but it is not straightforward to estimate the dimensional scaling
from it.

Thus, matching the axial current to the capacitance of a cylindrical soma-
todendritic process requires the following scaling:

x = αd
−3/2
dendrite − δ

where α is a proportionality factor. Fig. 6.28A shows in the two-cylinder model
the AIS position that must be chosen in order to produce a fixed value for the
somatic depolarization speed, for different values of dendrite diameter. Not that
the scaling is not perfect (for the same reasons as above). Nonetheless, it qual-
itatively matches the measurements made on layer 5 pyramidal cells (Hamada
et al., 2016), as shown on Fig. 6.28, which show as predicted an inverse cor-
relation between AIS position and apical dendrite diameter, with a negative
intercept and a slope with the correct order of magnitude. In those cells, den-
dritic diameter varies between 5 and 10 µ m and AIS position varies between
nearly 0 and 20 µ m, but the first component of the somatic spike is not very
variable. Thus the covariation between AIS position and dendrite diameter
explains that the somatic spike is not very variable.

6.3.3 Spikelets

Maybe a bit more on this,
and simulations?

The previous discussion raises the possibility that axonal spikes fail to trigger
a somatic spike. This is shown in Fig. 6.1C, where an axonal spike is initiated
by current injection in the axon while the soma is hyperpolarized (also by cur-
rent injection). The responses in the soma can be categorized in 3 different
cases, depending on the initial membrane potential of the soma. If the soma is
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Figure 6.29: Spikelets. A, Spikelets observed in a hippocampal pyramidal neu-
ron in vivo, shown with an asterisk (Epsztein et al., 2010). B, Spikelets ob-
served in a dendrite of a dopaminergic neuron in vitro (top, “Failed”), matched
to spikes in the axon (bottom; more precisely, the axon-bearing dendrite) (Gen-
tet and Williams, 2007). C, Spikelets in the soma of a biophysical model of a
pyramidal neuron (soma), matched to spikes in the AIS (bottom) (Michalikova
et al., 2017).

at resting potential, a normal spike is seen at the soma. If the soma is hyper-
polarized below some value, suddenly the normal spike is replaced by a smaller
spike, which we call a “spikelet”. The spikelet also has an all-or-none character:
its amplitude does not change if the soma is further hyperpolarized, until it
disappears below some threshold value. Below that value, somatic responses to
the current injected at the axon look like passive responses.

These spikelets simply represent the passive response of the soma to the
axonal spike, which is seen when that response does not reach the somatic
spike threshold. Spikelets are observed in vivo (Fig. 6.29A, Epsztein et al.
(2010)), although there are alternative explanations, such as gap junctions (a
spike from another neuron is transmitted through the electrical synapse). They
are also observed in vitro in dopaminergic neurons, in response to a train of
simulated EPSPs (Fig. 6.29B, Gentet and Williams (2007)). In those neurons,
the axon often originates not from the soma but from a dendrite. Fig. 6.29B
shows that spikelets seen in the soma are matched to spikes in the axon-bearing
dendrite; thus, spikelets correspond to failures of transmission to the soma. This
phenomenon can be reproduced in a biophysical model of a cortical pyramidal
cell (6.29C, Michalikova et al. (2017))13.

How can the same neuron display both spikelets and full spikes? This can
happen theoretically in two cases: 1) if the threshold for the somatic spike (for
the second component of the spike) varies; 2) if the axial current transmitted to
the soma at spike time varies. Different factors can modulate the threshold for
the somatic spike, which we will examine in chapter ??: the Na+ channels can
inactivate, due for example to a preceding spike; an outward conductance (e.g.
K+) may vary; and, for transient inputs, a current injected at the soma (or a
synaptic current) can also modulate the threshold. The axial current can vary
mainly if the available Na+ conductance density varies, which can happen due
to inactivation.

13In that model, the Na+ channel density was reduced to increase the incidence of spikelets.
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Figure 6.30: The soma-AIS dipole (adapted from Telenczuk et al. (2017)). Elec-
trical potential (color) and field (arrows) produced by an action potential at the
peak of the AIS spike (A) and during repolarization (B), in a two-cylinder bio-
physical model (white boxes).

6.4 Resistive coupling theory: extracellular sig-
nature of spikes

6.4.1 The dipole model

Figure 6.6 shows the circulation of current at spike initiation according to re-
sistive theory: current enters the neuron at the AIS carried by Na+ions, flows
towards the soma, exits the neuron as capacitive current. The loop is closed
by a resistive current in the extracellular medium (the resistivity is considered
negligible). It is important to understand that this circulation diagram does
not represent the propagation of the spike, but the current loop that sets up
virtually instantaneously at spike initiation 14 — in an electrolyte, current is
transmitted nearly at light speed 15. This is why the term backpropagation often
used to described the transmission of the axonal spike to the soma is slightly
misleading, because the observed delay between the two action potentials corre-
sponds mostly to the slower charging of the somatodendritic capacitance by the
Na+ current, rather than to the propagation of a wave (Telenczuk et al., 2017).

From an extracellular perspective, current simultaneously enters at the AIS
and exits at the soma (and proximal dendrites). In electromagnetic theory, this
is called an electric dipole. As discussed in section ??, the extracellular potential
Ve(x) at a point x should then be:

Ve(x) =
I

4πσ

( 1

|x− xAIS|
− 1

|x− xsoma|
)

14This is correct in the ideal resistive model. More accurately, the speed is limited by the
axonal capacitance.

15More precisely, c/
√
ε, where c is light speed and ε is relative permittivity of the extracel-

lular medium.
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Figure 6.31: Extracellular spikes in layer 5 cortical neurons. A, Extracellular
spike near the soma in a pyramidal cell (dashed) and an interneuron (solid)
(?). B, Extracellular spike near the AIS of a pyramidal cell (Palmer and Stuart,
2006).

where σ is the conductivity of the extracellular medium (about σ ≈ 0.3 S/m),
xAIS is the position of the initiation site, xsoma is the position of the soma and
I is the current (axonal Na+ current or equivalently somatodendritic capacitive
current). Figure 6.30A shows the extracellular potential around a two-cylinder
biophysical model (Telenczuk et al., 2017) at the time of the peak of the action
potential in the distal AIS, which matches well the dipole model. The arrows
represent the electrical field, which is the gradient of the potential, and cor-
responds to the circulation of current in the extracellular medium. As noted
above, the extracellular potential develops fully over the spatial scale of the
spike initiation system (AIS plus soma), before the spike can be observed in
the somatic membrane potential. During repolarisation, the extracellular field
reverses (Fig. 6.30B).

Thus, the soma and AIS simultaneously produce extracellular spikes of op-
posite polarity. Figure 6.31 shows extracellular spikes recorded near the AIS
and soma of cortical neurons, which display this pattern.

6.4.2 Extracellular spike amplitude near the soma and
AIS

How large is the extracellular spike near the soma and AIS? Close to a pole, the
extracellular potential is dominated by the corresponding term:

Ve(x) = ± 1

4πσ

I

|x− xpole|
We now consider that the measuring electrode is placed right next to the

membrane. In the case of the axon, this means that the electrode is at distance
dAIS/2 of the pole, where dAIS is the AIS diameter. In the case of the soma, if we
assume that the pole is in the center of the soma (for example with a spherical
soma), then the electrode is at distance dsoma/2 of the pole, where dsoma is the
soma diameter. In summary, the potential is

Ve(x) = ± 1

2πσ

I

d

An important implication of this formula is that the extracellular signal mea-
sured near the soma is an order of magnitude smaller than the signal measured
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near the AIS; specifically, by a ratio dsoma/dAIS.
There are of courses important assumptions in this formula, namely that the

electrode is at the point nearest to the pole; otherwise the measured potential
would be smaller. For the AIS, the pole is near the distal end at spike initiation
and near the proximal end at peak time of the axonal spike, as discussed in
6.2.5. We now examine these two cases.

At spike threshold

To simplify, let us assume that Na+channels are clustered at a point in the axon,
at distance x from the soma. Then at spike threshold, the Na+current is k/Ra,
where Ra is the coupling resistance (section 6.2.4). If we assume cylindrical
geometry, then this resistance is:

Ra =
4Ri
πd2

AIS

x

It follows that the extracellular potential is:

Ve(AIS) =
k

8σRi

dAIS

x

With σ ≈ 0.3 S/m, Ri = 150 Ω.cm, dAIS = 1.5 µm, k = 6 mV, x = 40 µm,
we obtain: Ve(AIS) = 62 µV.

At the soma, we would obtain:

Ve(soma) = − k

8σRi

d2
AIS

xdsoma

With dsoma = 30 µm, we would obtain Ve(soma) = −3 µV, which is very small.

At the peak of the axonal spike

Let us now examine the extracellular potential at the time of the peak of the
axonal spike. This will be the maximum amplitude measured by the electrode.
We have previously calculated the current transmitted to the soma, which in
the resistive coupling model is the same as the Na+current entering the AIS
(section 6.3.1). A simple approximation is I = ∆V/Ra, where ∆V ≈ 100 mV is
the difference between somatic spike threshold and action potential peak. With
that approximation, the extracellular potential is:

Ve(AIS) =
∆V

8σRi

dAIS

x

Ve(soma) = − ∆V

8σRi

d2
AIS

xdsoma

Here x is the distance of proximal end of the AIS to the soma. With the
same parameter values as above and x = 10 um, we obtain Ve(AIS) ≈ 4 mV
and Ve(soma) ≈ −200 µV.

Using the more accurate formula for the current, x would be simply replaced
by x+ δ, where δ depends on conductance density.
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Scaling with neuron size

How does the extracellular spike scale with neuron size? If we assume that
AIS position is tuned so as to produce a current that matches the somatic
capacitance, then we simply have I ∝ d2

soma, and therefore:

Ve(AIS) ∝ d2
soma

dAIS

Ve(soma) ∝ dsoma

Assuming that dAIS ∝ d3/2
soma or d

4/3
soma, we obtain Ve(AIS) ∝

√
dsoma or d

2/3
soma.

6.4.3 Far-field approximation

We now examine the extracellular potential far from the soma and AIS. Let us
consider a spherical soma of radius R, and an initiation site reduced to a point
in the axon at distance ∆ from the soma. Thus the distance between the two
poles is R + ∆, and the electrical reverts on a plane orthogonal to the axon at
distance (R+ ∆)/2 of either pole, i.e., at distance (∆−R)/2 of the soma-axon
junction. Far from that plane, the expression for the electric potential can be
simplified as:

Ve(x) ≈ 1

4πσ

p · x̂
|x|2

where x̂ = x/|x| is the unit vector indicating the direction of the measurement
point, and

p = I(xAIS − xsoma)

is called the dipole moment.Illustration? Thus, far from the AIS, the electric potential scales
as the square of distance. This scaling is well reproduced by a simulation of a
two-cylinder model (?); it is more difficult to reproduce in a detailed biophysical
model because it is masked by the forward and backward propagation of the
action potential along the dendrites and axon.

6.4.4 The dipole moment

We now calculate the dipole moment at spike threshold and at peak time of the
axonal spike.

At spike threshold

As before, we assume that Na+channels are clustered at an axonal site at dis-
tance x from the soma, so that the Na+current at threshold is k/(rax). We
now consider a spherical soma of diameter dsoma, so that the initiation site is at
distance x+ dsoma/2 of its center. Then the amplitude of the dipole moment is:

p =
k

ra

(
1 +

dsoma

2x

)
Thus, the dipole moment is roughly of order k/ra. We note that this scales

as d2
a, where da is the axon diameter.
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At the peak of the axonal spike

Let us now examine the dipole moment at the time of the peak of the axonal
spike. With the approximation I = ∆V/(rax), the dipole moment is:

p =
∆V

ra

(
1 +

dsoma

2x

)
The more accurate formula is I = ∆V/(ra(x+ δ)), where δ depends on conduc-
tance density, which gives the following formula for the moment:

p =
∆V

ra
.
x+ dsoma/2

x+ δ

The order of magnitude is thus ∆V/ra. With ∆V = 100 mV and the same
values for ra as above, we get p ≈ 0.12 pA.m. At a distance of 100 µm in the
direction of the dipole axis, we then obtain Ve ≈ 3 µV.

Scaling with neuron size

How does the dipole moment scale with neuron size? Let us assume that AIS po-
sition is tuned so as to produce a current that matches the somatic capacitance.
We can first express the position as a function of I:

x+ δ =
∆V

raI

Thus the dipole moment is:

p = I
(∆V

raI
− δ + dsoma/2

)
=

∆V

ra
+ I(dsoma/2− δ)

We have the following scaling relations: ra ∝ 1/d2
AIS, δ ∝

√
dAIS, I ∝ d2

soma,

and dAIS ∝ d3/2
soma or d

4/3
soma. It follows that the overall scaling is p ∝ d3

soma.

6.5 Modulation of excitability by axonal cur-
rents

Research in progress.

6.6 Synapses on the initial segment

Research in progress.

6.7 Spike initiation in axons emerging from a
dendrite

6.7.1 Axons emerging from a dendrite

In many neurons, the axon emerges not from the soma but from a dendrite (Fig.
6.32). This is in fact a relatively common situation in a variety of cell types
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Figure 6.32: Axons emerging from a dendrite (adapted from Kole and Brette
(2018)). Open arrows indicate the axon-carrying dendrite, close arrows indicate
the axon. A, Cerebellar granule cell projecting to a Purkinje cell (right) (Ramon-
y Cajal, 1899). B, Rat parietal cortex layer 2/3 pyramidal neuron (Peters, 1968).
C, Rat layer 5 pyramidal neuron (AIS in green) (Hamada et al., 2016). D, Mouse
hippocampal CA1 pyramidal neuron (AIS in green) (Thome et al., 2014).
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Figure 6.33: Postsynaptic potential at the axon start in a passive model, with
an axon emerging from a dendrite, 50 µm from the soma. (Husser et al., 1995).
The same current is injected at positions x1, x2 and x3, and recorded at the
start of the axon. Positions x1 and x2 are the same distance to the soma, while
positions x1 and x3 are the same distance to the axon start.

(Kole and Brette, 2018), including 40% of cerebellar granule cells (Ramon-y
Cajal, 1899; Houston et al., 2017), 75% of dopaminergic cells of the substantia
nigra (Husser et al., 1995; Gentet and Williams, 2007; Blythe et al., 2009), 60%
of the hippocampal pyramidal neurons, 30% of the thick-tufted somatosensory
layer 5 pyramidal neurons, 40% of cortical interneuron basket cells and 60% of
Martinotti cells (Hamada et al., 2016; Thome et al., 2014; Hfflin et al., 2017).
The distance of the axon from the soma can be substantial, for example up to
40 µm in hippocampal pyramidal cells (Amaral, 1978; Thome et al., 2014), and
even up to 260 µm in dopamingergic neurons (Husser et al., 1995; Gentet and
Williams, 2007; Blythe et al., 2009).

According to resistive coupling theory16, the soma acts as a current sink
not only for the axonal initiation site, but also for any current injected in a
proximal dendrite, in particular the dendrite that carries the axon. For this
reason, synapses on the axon-bearing dendrite have a different impact on spike
initiation than synapses on other dendrites.

6.7.2 Postsynaptic potential at the AIS

When a current I is injected in the axon-carrying dendrite, it flows towards
the soma and thereby produces a voltage gradient between the soma and the
injection point. Thus, the postsynaptic potential (PSP) Vd at the dendritic
injection point is the PSP Vs observed at the soma plus a voltage gradient ∆Vd.
Essentially the same PSP at the soma would be observed for a current injection
in any dendrite of similar geometry, independently of whether it carries an axon.
If the injection site is close the soma, then that PSP would also be essentially
the same as if the current were injected directly in the soma.

The voltage gradient at the injection site is given by Ohm’s law: ∆Vd = RaI,
where Ra is the axial resistance from soma to injection point. Illustration maybeIn particular, it
is roughly proportional to the distance of the injection point to the soma. What
is the PSP at the AIS? Because little of that current is flowing to the axon,
the potential at the AIS is essentially the same as the potential Va at the axon
start. We must then distinguish two cases.

16assuming it does apply to those cases, which may not be so clear when the AIS is very
far from the soma.
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Figure 6.34: Stimulation of an axon-carrying dendrite (adapted from Kole and
Brette (2018)).

If the current is injected between the soma and axon start, then the potential
at the AIS would just equal the potential at the injection site: Va = Vd. In
particular, the PSP would be essentially proportional to the distance of the
injection site (not of the axon) from the soma. If the current is injected in
the dendrite beyond the axon start, then the potential at the AIS would equal
Va = R∗aI, where R∗a is the axial resistance between the soma and axon start.
Thus in this case, the PSP at the AIS depends on the position of the axon, but
not (much) on the position of the injection site.

This is illustrated in simulation in Fig. 6.33. Positions x1 and x2 are at
the same distance from the soma, but injecting a synaptic current at x2, on the
axon-carrying dendrite, produces a much larger PSP at the axon start. Injecting
a current at position x3, which is about twice as far from the axon as position
x2, produces almost the same PSP at the axon start.

Thus, synapses placed on the axon-carrying dendrite produce a larger and
more transient PSP at the AIS, and the magnitude of the extra voltage (com-
pared to synapses on other dendrites) is determined by the position of the axon.

6.7.3 Excitability of an axon-bearing dendrite

These changes in PSP at the AIS transfer to changes in excitability. Consider
a current I injected in an axon-bearing dendrite, beyond the branching point
where the axon starts (Fig. 6.34). As we have seen previously, what matters is
not so much the exact position of the stimulation point as the position of the
axon. Let us denote Ra the axial coupling resistance between soma and AIS,
and R∗ the resistance between soma and axon start.

Applying Kirchoff’s law at the branching point, we obtain:

I + INa =
V ∗ − Vs
R∗
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where V ∗ is the potential at the branching point (axon start). We deduce:

V ∗ = Vs +R∗(I + INa)

We then match the Na+current to the resistive current in the axon:

INa =
Va − V ∗
Ra −R∗

We substitute the value of V ∗ obtained above, and after some algebra, we
get:

INa =
Va − Vs −R∗I

Ra

This equation is the same as when the soma or a non-axon-bearing dendrite
is stimulated, except Vs is replaced by Vs + R∗I. Thus, if the threshold for
somatic stimulation is Vt, then a spike is produced when Vs + R∗I reaches Vt,
where Vs itself depends on I.

Thus, on a short time scale, if we stimulate the dendrite while the soma is
at resting potential V0, then the rheobase is

I fast
rheobase =

Vt − V0

R∗

The rheobase is inversely proportional to the distance of the axon from the soma
(importantly, not to the distance of the stimulation point).

On a longer time scale, let us assume Vs = V0 + Rm + I, where Rm is the
input resistance at the soma. Then the rheobase is

Islow
rheobase =

Vt − V0

Rm +R∗

This corresponds to a negative shift in somatic threshold equals to

∆Vt = R∗Islow
rheobase =

R∗

Rm +R∗
(Vt − V0)

Thus, the somatic threshold appears lower when the axon-carrying dendrite
is stimulated, by an amount that increases with the distance of the axon from
the soma. This relation has been observed in hippocampal pyramidal neurons
(Thome et al., 2014), as shown on Fig. 6.35.
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Figure 6.35: Somatic threshold when stimulating an axon-carrying dendrite
(Thome et al., 2014). The points show the difference in somatic threshold for
dendritic vs. somatic stimulation, as a function of distance of the axon from the
soma (and in black: for non-axon-carrying dendrites).
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Einstein relation (diffusion), 38
Electrical field, 37
Electrodiffusion, 4
Electrogenic, 45
Electromechanical effects, 47
Electrotonic length, 124
Equilibrium, 101
Excitability curve, 101
Exponential integrate-and-fire model, 111
Extracellular medium, 4
Extracellular space, 34

Fick’s first law, 36
Fluid mosaic model, 29

Galvani, 1
Gibbs-Donnan equilibrium, 40
Glia, 34
Goldman-Hodgkin-Katz equation, 40
Graded action potentials, 69

Half-activation voltage, 107
half-activation voltage, 85
Hill coefficient, 114
Hodgkin-Huxley model, 8
Hyperpolarization, 7

Inactivation, 64, 73
Inactivation protocol, 86
Information theory, 18
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Injury current, 1, 4
Input resistance, 125
Inside-out recording, 57
Integrate-and-fire model, 106
Intracellular medium, 4
Intracellular resistivity, 122
Ionic composition, 33
Ionic substitution, 73
Isopotential, 8, 18

Leak current, 62
Line source approximation, 134
Liquid junction potential, 55

Membrane diffusion, 29
Membrane equation, 62, 80, 81
Membrane potential, 4
Membrane theory, 1
Membrane time constant, 62
Microtubules, 33
mM (millimolar), 33
Mobility (ion), 37
Morris-Lecar model, 65
Motoneuron, 15, 33
mRNA, 32

Na+/K+-ATPase, 45
Nernst potential, 39
Neuron size, 25

Ohmic model (channel), 41
Oligodendrocyte, 34
Optimality, 23
Organelles, 33
Osmosis, 46
Outside-out recording, 57
Overshoot, 7

Patch clamp, 8, 23, 56
Permeability, 42
Pumps, 44
Purkinje cell, 25
Pyramidal cell, 26

Q10, 85

Radioactive tracers, 68
Ranvier node, 81
Ranvier nodes, 133
Rates (ionic channels), 84
Rectification, 42
Refractory period, 78
Repolarization, 4
Resistance (electrode), 53, 55
Resistivity, 53

Resting potential, 4
Rheobase, 103

Saddle-node bifurcation, 102
Sealed end, 126
Series compensation, 56
Sliding filament theory, 15
Soliton, 18
Space clamp, 51
Space constant, 124
Spines, 26
Surface charges, 44
Surface potential, 59
Syncytium, 5, 13, 15

Tetraethylammonium (TEA), 75
Tetrodoxin (TTX), 75
Threshold, 101
Threshold equation, 112
Tip potential, 55
Transcription, 32

van’t Hoff’s law, 46
Voltage-clamp, 57

W-7, 76
Whole-cell recording, 57


